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156 Chapter 4 Information-based Learning

-u u u u u u u
Target(a)

-u u u u u u u
Underfitting(b)

-u u u u u u u
Goldilocks(c)

-u u u u u u u
Overfitting

h hh hhhh
(d)

Figure 4.15
(a) A set of instances on a continuous number line; (b), (c), and (d) depict some of the potential
groupings that could be applied to these instances.

Table 4.11
A dataset listing the number of bike rentals per day.

WORK

ID SEASON DAY RENTALS

1 winter false 800
2 winter false 826
3 winter true 900
4 spring false 2,100
5 spring true 4,740
6 spring true 4,900

WORK

ID SEASON DAY RENTALS

7 summer false 3,000
8 summer true 5,800
9 summer true 6,200

10 autumn false 2,910
11 autumn false 2,880
12 autumn true 2,820

overall dataset size.16 This early stopping criterion replaces the base case on
Line 1 of the ID3 algorithm.

The change to the mechanism for selecting the best feature to split on (made
on Line 8) and the introduction of an early stopping criterion (which replaces
Line 1) are the only modifications we need to make to the ID3 algorithm (Algo-
rithm 4.1[135]) to allow it to handle continuous target features. To see how this

16 It is also common to use a minimum partition variance as an early stopping criterion. If the
variance in the partition being processed is below a set threshold, then the algorithm will not
partition the data and will instead create a leaf node.


